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ABSTRACT

UHD, HDR, WCG, HFR are bound to be powerful creative tools with which to engage the
viewer. Such acronyms (and would-be logos) could also prove to be influential
marketing aids. But how justified would standards bodies, content creators, and
distributors be in thinking of each feature as independent?

This paper will provide principles of applied vision science to quantify the extent of
interdependence of luminance, field—of-view, color perception, and temporal sensitivity.
This paper will also identify situations in which luminance, color, and frame rate should
perhaps be considered in concert rather than as independent creative dials.

INTRODUCTION

Ultra HD TV is more than just higher resolution. It can be thought of as a step towards
enabling digital media to seem almost as real as the real world. When the International
Telecommunication Union (ITU-R) set out to define the parameters™? of Ultra HD, a
motivation was to provide viewers with an experience that virtually covers all of the
human visual field®. Covering the visual field means going beyond HDTV resolutions®*,
which is where most conversations about Ultra HD began and ended, at least until
recently. More and more, Ultra HD is also about expanded color spaces that can match
real world colors; enhanced luminance and contrast that can convey the natural sense
of light in a scene; and higher frame rates that would make motion feel real even for
high action sports. Each of these components — resolution, field-of-view, color space,
luminance, contrast, and frame rate — are tools that creatives can use to help viewers
connect more intimately with stories, characters, and emotions.

We as engineers can easily think of resolution, color space, luminance, and frame rate as
independent technological features. Yet, the human vision system makes no such stark
distinctions. Perception of motion is influenced by display size, viewing distance, frame
rate, refresh rate, luminance, and the current adaptation state of the photoreceptors in
the retina®>”. Similarly, perceived hue is not uniquely defined by the spectral
composition of the light coming from a display: It also depends on luminance,
adaptation, and the composition of the scene®**. Every aspect of physical stimuli
influences the whole of a viewer’s perception, awareness, and experience.

The aim of this paper is to provide concepts from vison science in the context of Ultra
HD with specific attention to potential perceptual interdependences of the emerging
technologies of High Dynamic Range (HDR), Wide Color Gamut (WCG), High Frame Rate
(HFR), and Wide Field-of-View (WFOV). A main motivation is to help further
conversations around creative intent and engineering design so that the development of
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technical standards and the ongoing commercialization processes for Ultra HD result in
great consumer experiences.

In particular, this paper explores the following:

* The interaction of field-of-view and frame rate on smooth high-acuity motion
tracking

* The interaction of luminance and screen size on flicker perception
* The interaction of luminance, perceived contrast, and color appearance

* The impact of speed of visual adaptation on scene changes, program changes,
and commercials

SMOOTH HIGH-ACUITY MOTION TRACKING,
FRAME RATE, AND DISPLAY SIZE

Several empirical subjective studies®> have shown that frame rates higher than those
used previously in HD production can significantly affect, and often improve, a viewer’s
experience, particularly for high-action and sports content having a lot of motion. On
the other hand, the amount of raw spatial detail in a frame — the sharpness of the image
— can be significantly limited by motion blur**™*® created in the camera and/or in the
display.

Display size, and consequently field-of-view, can also have a large impact on the
viewer’s experience. An object in motion will move a larger distance between frames
on a larger display than on a smaller display when all other things such as viewing
distance and frame rate are the same. At some point, object motion will be so great
that a viewer’s eye cannot keep up and the viewer will perceive a series of still images
(stroboscopic effect, jerkiness) rather than smooth motion.

Ideally, the creative process would be free to choose frame rate, spatial sharpness,
smooth motion, and stroboscopic motion independently to deliver the artistic intent;
but, when is a person actually able to perceive high-spatial detail for moving features?
What are the viewing conditions in which smooth motion could become unintended
stroboscopic motion, or vice versa?

This section aims to provide visual performance data to aid in being more quantitative
about the perception of smooth motion and the impact of frame rate, display size, and
field of view.
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Retinal topography is illustrated in Figure 1. The retina is made of layers of specialized
neurons, each having a unique critical role in vision*”*%. The light-gathering layer is the
photoreceptor layer. It is constructed of different kinds of light-sensitive cells: long-
wavelength- (L, “red’), medium-wavelength- (M, “green”), and short-wavelength- (S,
“blue”) sensitive cones, and achromatic rods. Cone photoreceptors dominate the
central parts of the photoreceptor layer and are primarily responsible for high-acuity
daylight (photopic) viewing. Rod photoreceptors dominate the periphery and are
responsible for dark-adapted (scotopic) vision.

Fovea (25—35 cycle per degree)
/ Foveola (35-60 cycle per degree)

/| Central Island
/(60 cycle per degree)

Blind Spot %, " Parafovea / Blind Spot

Perifovea /" Periphery

Retina 30-degree Field of View (FOV)

Fovea Blind spot

O . (optic disk)
é

The topography of the retina is more nuanced than a blunt demarcation between high-
acuity center and scotopic periphery'>®. Figure 1 illustrates concentric zones of retinal
topography and notes the maximum resolvable spatial frequency for each zone. The
tiniest center of the retina contains only L & M cones (no S “blue” cones or rods) and is
the center of our visual field. Polyak called this the central island*'. The central island
corresponds to only approximately 0.2 degrees (12 min of arc) of the visual field, yet it
has the highest density of photoreceptors and is thus responsible for our most acute
vision. The foveola, which contains the central island, spans approximately 1.2 degrees
of visual angle. Being free of rods and blood vessels, the foveola also supports very high
cone density and high-acuity vision. Encompassing the foveola is the fovea, which spans
approximately 6 degrees of visual field. The fovea is composed of a mix of cones and
rods, with cones becoming scarcer and rods becoming denser farther from the center.
Moving outward from the fovea, the cone density continues to decline, as does
photopic (daylight & color) acuity.
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Cone photoreceptors in the central island of the foveola are arranged in a close-packed
hexagonal array. The spacing of cones is approximately 30 seconds of arc of the visual
field (~2 cones per minute of arc), which translates to ~120 cone photoreceptors per
degree. According to Nyquist sampling theory??, the maximum theoretically spatial
frequency that can be encoded by the retina would thus be about 60 cycles/degree; i.e.,
% the spatial sampling frequency. Subject experiments have shown that humans are
able to achieve this theoretical “simple” acuity limit in highly controlled test conditions*®
using interference patterns. In actual experience, the ability to resolve small details
extends to lower and, perhaps surprisingly, to higher acuity levels depending on the
visual task. Reading acuity — so called 20/20 vision as defined by Snellen®® - relates to
the ability to recognize symbols and their orientation. 20/20 acuity corresponds to a
spatial frequency of 30 cycles/degree®.

Hyperacuity®® ?’ is the ability to notice details seemingly beyond the Nyquist limit such

as the misalignment of line segments (called vernier acuity) in which the misalignment is
smaller than the diameter of a photoreceptor. Hyperacuity does not actually violate the
Nyquist limit, rather it is a result of the visual brain processing the collective activity of
many photoreceptors. Hyperacuity and Snellen acuity relate to the brain’s
interpretation of light stimuli whereas the Nyquist limit relates to signal processing
constraints on data.

Field-of-View & Visual Angle

High-definition television was defined for viewing distances of 3-times picture height?®,
which corresponds to a horizontal field-of-view of approximately 30 degrees. For an HD
display having 1920x1080 pixels, the horizontal pixel density is thus approximately 60
pixels per visual degree as imaged on the retina, matching the theoretical Nyquist
resolution limit of the retina’s central island.

For an Ultra HD display having 3840x2160 pixels, the proposed optimal field-of-view
corresponds to 60 degrees®* (1.6-times picture height), and thus also 60 pixels per
visual degree as imaged on the retina. For smaller Ultra HD TVs and tablets viewed at a
30-degree field of view, the result would be approximately 120 pixels per visual degree.

It is worth noting that the retina’s Nyquist limit is not the only Nyquist limit to be
considered®®. Whereas the density of photoreceptors sets a Nyquist limit for the
maximum spatial frequency of the retinal image that can be sampled by the visual
system, the pixel density of the display sets a Nyquist limit for the maximum spatial
frequency of the image content rendered by the display (see Figure 2). For 60 display
pixels per visual degree, the displayed image can contain spatial frequencies up to 30
cycles per degree; i.e., % the display pixel density. As noted in Figure 2, the Nyquist limit
for an image rendered on a display is approximately equal to the Nyquist limit of a
retinal image sampled by the photoreceptors of the central island for a “4k”
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(3840x2160) display subtending 30 degrees, or an “8k” (7680x4320) display subtending
60 degrees of visual field.

N e ey e Image on display (30 cycles per degree shown)
Q@ O © O © O © Pixels of display (60 pixels per degree show)

Image on retina (30 cycles per degree shown)

SOV Photoreceptors of retina (120 cones per degree max giving
“AAAAAM nMOARROMRE  Nyquist limitfor retina image of 60 cycles per degree max)

Horizontal | Viewing Pixels Densit Nyquist Limit for
Resolution | Angle y Displayed Image | Corresponding
(pixels) |(degrees)| (pixels per degree) | (cycles per degree) Acuity Level
1920 30 64 32 Snellen
30 128 64 Simple
3840 60 64 32 Snellen
30 256 128 Hyperacuity
7680 60 128 64 Simple
120 64 32 Snellen

Figure 2. lllustration of the influence of resolution, field-of-view, and Nyquist limits for displayed images adapted from
McCarthy (2012).

The corresponding acuity level that can be supported for various combinations of
display resolution and field-of-view is shown in the right-most column: Snellen
corresponds to “reading acuity”; simple corresponds to the retina’s maximum Nyquist
limit; and hyperacuity corresponds to the ability to perceive even smaller details of
extended features. Venier acuity is an example of hyperacuity.

Each eye has a blind spot approximately 15 degrees to each side of the fovea. (The blind
spot is the photoreceptor-free optic disk created by the optic nerve as it passes through

the photoreceptor layer on the way to the brain.) Together, the right and left blind spots
span about 30 degrees.

It is interesting to note that the blind spots tend to flank the edges of an HDTV screen at
normal viewing distances. The blind spots would also align with the outer edges of
tablets, computer screens, and smaller Ultra HD displays where the screen subtends
approximately 30 degrees of visual angle. In such viewing conditions, one can look
around the screen by simply moving one’s eyes with little or no head motion.

For larger Ultra HD displays (Figure 3) where the screen would subtend the
recommended 60 degrees of visual angle®*’, then the blind spots would be inside the
boundaries of the screen. Looking around the screen would thus often involve head
motion as well as eyeball rotation.
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Figure 3. Retinal topography projected onto an Ultra HD display subtending 60 degrees of visual field horizontally.
Note the left- and right-eye blind spots are well within the boundaries of the Ultra HD display, which would thus tend

to evoke coordinated eye and head motion to view the entire Ultra HD image.

Eye Movements

People move their eyes within the eye socket in various ways

3132 that, for the purposes

of this paper, can be classified into 3 broad categories:

Saccades are high speed movements (up to 1,000 degrees of visual field per
second™®) in which the center of vision is shifted from one feature of interest to
another in jerky succession. We use saccades to inspect the world. Research®
has shown that gaze shifts of less than 20-25 degrees are typically accomplished
using only eye motion (no head motion). Larger gaze shifts result in larger
saccades followed by compensating head motion that tends to reorientate the
eyes to a head-centered position.

Smooth pursuit is a special kind of eye motion used to track moving objects.
People cannot generally move their eyes smoothly within their eye sockets
without tracking an object of interest. The maximum speed of smooth pursuit is
approximately 40 degrees of visual field per second®’. This upper limit is
important to understanding the impact of frame rate, as discussed below.

Catch-up saccades and head movement are used when an object of interest
moves faster than the eye can track smoothly (more that approximately 40
degrees per second). The visual system combines smooth pursuit with directed
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high-speed catch-up saccades with or without coordinated head movement to
minimize retinal slip (the motion of the retinal image relative to the fovea).

The upper angular velocity limit of smooth pursuit relates to the minimum frame rate
needed to keep a feature within the high-acuity center of vision without head motion.
Subjective tests® indicate that movement of the retinal image relative to the retina at a
rate greater than 2-4 degrees per second (threshold retinal slip velocity) results in
significant deterioration of visual acuity. On a per frame basis for video displayed at 60
frames per second, the threshold retinal slip would be 0.03 to 0.07 degrees per frame
(2-4 minutes of arc), or about 15-30% the diameter of the central island.

Table 1. Shows how far a feature moving at the limit of smooth pursuit would move compared to the size of the

specialized regions of the retina. Use of higher frames rates could help reduce retinal slip and might thus assist a
viewer in maintaining maximum visual acuity.

Table 1. Relationship between frame rate, retinal topology, and spatial acuity at
the limit of smooth pursuit (40 degrees per second).

Spatial Acuity
Frame Rate Degrees per — Maximum
(fps) Frame Foveola Central Island
diameter radius diameter radius
24 1.7 X :
30 1.3 X i
60 0.7 X
120 03 I X
240 0.2 X
300 0.1 X

As an example for Table 1, a feature moving at 40 degrees per second and captured at
60 frames per second would move approximately 0.7 degrees per frame, which is
approximately the radius of the foveola. The same feature captured at 120 frames per
second would move approximately 0.3 degrees per frame, which is slightly larger than
the diameter of the central island that is responsible for maximum spatial acuity. At 300
frames per second, the feature would move only about the radius of the central island.

In comparison, a feature displayed at 60 frames per second and moving horizontally at
40 degrees per second moves approximately 0.67 degrees per frame, which is about
equal to the radius of the foveola (~1.2 degrees diameter). During smooth pursuit, the
eyes would move between frames in anticipation of the position of the feature in the
next frame in the attempt to keep retinal slip below the threshold required for high-
acuity vision. For high motion content, particularly content in which the direction of
motion changes often, higher frame rates would reduce how far a feature would move
between frames relative the size of the high-acuity regions of the retina (see Table 1.).
Thus, higher frame rates could be expected to progressively increase the possibility for
the viewer to perceive a high level of spatial detail and smooth natural motion
simultaneously.
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Although obvious, it is perhaps worth noting that a feature moving completely from one
edge of a display to the other edge of a display at the limiting angular velocity of smooth
pursuit would take twice as long (~ 1.5 seconds) for a display subtending 60 degrees
compared to one subtending 30 degrees and would, thus, provide a different viewer
experience.

Note also that content that was created having features that move at the limit of
smooth pursuit on a display subtending 30 degrees of visual field would result in motion
beyond the limit of smooth pursuit when rendered on a larger display subtending 60
degrees. The viewer experience in the two scenarios could be very different even at
high frame rates. The higher angular motion on the wider field-of-view display would
tend to evoke catch-up saccades, head motion, and a reduced spatial visual acuity
compared to the 30-degree field-of-view situation.

LUMINANCE, SCREEN SIZE, AND FLICKER
PERCEPTION

The emergence of high dynamic range (HDR) technologies provides numerous new
creative options. For example, use of the greater absolute luminance available in HDR
could be used to affect a viewer’s sensation of flicker and temporal change intentionally.
In other cases, increased luminance could affect a viewer’s experience in a manner that
was not intended.

36-41

Sensitivity to flicker and temporal variations depends on luminance, field-of-view, frame
rate, display refresh rate, and the adaptation state of the photoreceptors.

Figure 4A illustrates the impact of luminance and screen size, respectively, on flicker.
The critical flicker fusion (CFF) rate is the temporal frequency above which flicker is
perceived as a steady light. CFF may be predicted from luminance with the Ferry-Porter
Law®’, which states that the CFF increases in proportion to the logarithm of luminance.
(In Figure 4, the horizontal axis is in units of log Trolands (log Td). A Troland is a measure
of the illumination of the retina and is equal to luminance (cd/m?) multiplied by the area
of the pupil of the eye. See Table 2.)

The increased sensitivity to flicker with luminance is related to the speed at which the
visual system responds to changes in light intensity. As the visual system adapts to
brighter stimuli, the speed of response increases and flicker becomes more noticeable.

As illustrated in Figure 4B, flicker sensitivity also depends on the location of the stimulus
on the retina and the size of the stimulus; i.e., the field-of-view. The CFF for flicker in the
center of vision is lower than in the peripheral at all luminance levels. And the CFF for
large stimuli (such as from a UHD display or cinema screen) is higher than for smaller
stimuli at all luminance levels. The phenomenon is called the Granit-Harper law."” In the
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context of television displays, larger displays subtending wider field-of-view may be
expected to make non-smooth motion and flicker more noticeable.

Given that TV manufacturers have increased frame rates in newer models to 120 and
even 240 Hz, there’s no reason to expect flicker perception to be caused by HDR display
systems. However, the stroboscopic effect of content captured at the 24 frame-per-
second (fps) rate used with films and episodic series could be even more noticeable to
viewers for 60-degree field-of-view displays (large Ultra HD displays) compared to 30-
degree field-of-view (smaller Ultra HD displays, HDTVs, and tablets). The use of frame
interpolation technologies in display would tend to reduce stroboscopic effects, but
might not be consistent with the original creative intent.

Ferry-Porter Law: Granit-Harper Law:
Critical Flicker Fusion (CFF) & Retinal lllumination (Td) Critical Flicker Fusion (CFF) & Field-of-View (FOV)
[30° Field-of-View] [1000 cd/m?]
T T T ) T T T
B 460° FC
50 A Flicker not visible , 0 Fov
~1000 cd/m? 50 ﬁ /.
v ~«+30° FOV
4o Increased Flicker visible 40 1 Increased /
1:N/ 30l CFF jrs:j CFF //,' «15°FoV
w L 0 ,
& 2 )
L. ~100 cd/m /
20 20 Y “5°FoV
10 10 / /
0 . . . . . 0 / . .
-1 0 1 2 3 4 5 6 -1 0 1 2 3 4 5 6
Retinal lllumination (log Td) Retinal lllumination (log Td)

Figure 4. lllustration of the Ferry-Porter law, A, and Granit-Harper law, B. Brighter HDR displays may be expected to
make non-smooth motion and flicker more noticeable.

The Ferry-Porter law states that the Critical Flicker Fusion (CFF) rate increases with the
log of retinal illumination. The Granit-Harper law states the CFF increases with the size
of the retinal image.

LUMINANCE AND CONTRAST AND COLOR
PERCEPTION

The perception of color and relative lightness is complicated and, as yet, not fully
understood. Color cannot be described completely as a set of coordinates on a CIE
chromaticity diagram®?, nor simply as a combination of monochromatic stimuli®. The
development and testing of color appearance theories and models is an area of
significant ongoing research.
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The wider luminance and color range made possible by HDR and WCG arm the creative
process with very powerful tools; yet, as with all things related to perception, an
alteration of one variable such a luminance can have spill-overs effects on other
variables such as perceived contrast or color appearance.

Adaptation to sustained luminance, for example, affects the relationship between
perceived brightness and variations in luminance. The Stevens Effect®***** of adaptation
describes, in part, the phenomenon that “...the brightness of any constant luminance
decreases with increasing adaptation level.”** As illustrated in Figure 5, perceived
brightness at any adaptation level can be described by a Stevens power law:

B=k(L—LyP

where B is perceived brightness, 8 is the power exponent (slope in log-log), k is scale
factor (intercept in log-log), Ly is the absolute luminance threshold, and L is luminance of
the stimulus. The Stevens effect of adaptation on perceived brightness relates to
changes in the Stevens power law parameters as adaptation level changes. Changes in
the log-log intercept, k, describe the decreased brightness of constant luminance with
increasing adaptation. Changes in the absolute threshold, Ly, reveal a strong
dependence of the absolute threshold for stimulus luminance on perceived brightness
with increasing adaptation. Changes in the log-log slope, 8, characterize the stronger
dependence of brightness on stimulus luminance at higher adaptation levels than at
lower adaptation levels.

Stevens Effect of Adaptation on Perceived Brightness

3
Eerceived Log-log slope
bnghtntesstof increases with
5 constan adaptation
luminance
9 decreases with
2 adaptation
2 e L
5 0.49
o
Qo
o

Threshold
—_~increases with
" /" adaptation

10* adaptation level (cd/m?)

10°% 10* 102 100 10?2 104
Luminance (cd/m?)

Figure 5. lllustration of the Stevens effect of adaptation on perceived brightness adapted from Stevens & Stevens
(1963).

Each solid curve follows a Stevens power law and describes the perceived brightness
(vertical axis) of a brief test stimulus when the eye has been light adapted to a sustained
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luminance as noted in the figure. The luminance of the test stimulus is indicated on the
horizontal axis.

It should be noted that, in the strictest sense, the Stevens effect relates only to the
perception of a brief stimulus (2 seconds in the original research) in a light-adapted eye
relative the perception of a brief stimulus in a dark adapted eye. As such, the Stevens
effect does not account for simultaneous contrast or other compositional and temporal
context, any of which can have significant impact on perceived brightness and can be
expected to have major influences on a viewer’s experience of HDR content. In Figure 5,
the dashed line is the terminal equilibrium function, which is the brightness perceived at
any level of luminance when the eye is fully adapted to that level. As noted in Stevens &
Stevens (1963), perceived brightness would relax over time from the level indicated by
corresponding power law to the level indicated by the terminal equilibrium function.
Stevens effect of adaptation and the Stevens power law could together provide useful
starting points for exploring the creative impact of minimum, maximum, and average
luminance levels.

The Hunt effect® is very similar to the Stevens effect, but it relates to the perception of
colorfulness rather than contrast. Colors appear more colorful (more vivid and intense)
as overall luminance increases. A color viewed in dim illumination would be perceived
as a match to a much less saturated color under brighter illumination. As with the
Stevens effect, the Hunt effect could provide new creative flexibility, particularly for
HDR content.

845 effect

Luminance also affects the perception of the hue (Figure 6). The Bezold-Briicke
describes the perception of two stimuli having the same wavelength but different
luminance as different hues. As luminance increases, light stimuli (such as pixels on a
display) appear bluer for wavelengths below ~500 nm and yellower for wavelengths
above ~500 nm. It is thought that the Bezold- Briicke effect is a result of non-linearity in

higher-level processing centers of the visual system after the photoreceptors.
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LIGHT AND DARK ADAPTATION

HDR creates an opportunity to use wide swings in luminance levels for creative effects in
ways that have not been possible before. The luminance ranges proposed®**! are such
that they can affect the adaptation state of the visual system. A dark-adapted viewer’s
experience can be very different from a light-adapted viewer’s experience. In viewing
situations in which dramatic content is mixed with advertising, it will not always be
possible to know ahead of time what a viewer’s adaptation state would be, particularly
when HDR and non-HDR content is presented sequentially.

The human visual system adapts to 9 log units of light intensity®’. Several physiological
processes contribute to the human visual system’s ability to adapt to this enormous
range of light intensities, including: changes in pupil diameter; progressive shift from
rod-dominated to cone-dominated vision; changes in the gain of the photoreceptor
responses; and change in the concentration of light-sensitive photopigments in the
photoreceptors.

Changes in the size of the pupil regulate the area through which light enters the eye by a
factor of approximately 16. Between fully dark-adapted and light-adapted conditions,
the pupil diameter changes in a graded manner. Exposure to bright light can reduce the
area of the pupil, and consequently reduce retinal illumination, by approximately a log
unit in a half second.
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Pupil size depends also on the size of the stimulus (field-of-view) in addition to
luminance. Table 2 provides results from the Watson-Yellot*® model that includes all of
the known factors that influence pupil size. In this calculation, an image displayed at an
average luminance of 10 cd/m?* may be expected to have a diameter of ~4.2 mm. At
10,000 cd/m?, the pupil diameter can be expected to be ~2.0 mm, which would
correspond to an approximately 4.5-fold reduction in pupil area.

Table 2. Luminance, pupil size and retinal illuminance.
Calculated using the Watson-Yellot model for a visual stimulus of 30-degrees.

Luminance (cd/m?) 0.001 0.01 01 1 10 100 1000 10000
Pupil Diameter (mm) 7.3 71 65 56 42 31 23 2.0
Pupil Area (mm?) 422 394 33.6 242 141 7.4 43 3.1
Retinal llluminance (troland) 0.042 039 34 24 141 736 4309 31286

Vision scientists use the term “troland” (Td), equal to luminance multiplied by pupil
area, as a measure of retinal illuminance. Table 2 provides troland values for various
luminance levels calculated using the Watson-Yellot model of pupil diameter for a visual
stimulus of 30-degrees. (Note that between 10 and 1,000 cd/m?, luminance changes by
a factor of 100 but retinal illuminance changes only by a factor of approximately 30.)

Although changes in pupil size are only a small part of the overall adaptation range,
reduced pupil size also reduces glare, increases depth of field, decreases some kinds of
optical aberrations, and increases diffraction blur, any of which could be considered in
crafting the artistic intent.

Bleaching Adaptation

It is well known that rods are responsible for night vision and cones for daylight and
color perception, but it is more accurate to think of visual adaptation in three categories
that better reflect the gradual shift from rod-dominated vision to cone-dominated vision
as light conditions brighten:

* Scotopic (below 0.001 Cd/m?) dominated by rods
*  Mesopic (0.001 to 10 Cd/m?) mix of rods and cones
* Photopic (above 10 Cd/m?) dominated by cones

In darkened cinema theaters and home environments, mesopic-level adaptation might
be a significant consideration. In bright home and mobile environments, photopic-level
adaptation would be more typical.
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With the growing commercialization of brighter HDR displays and content, a

phenomenon known as “bleaching adaptation”** could become significant and impact a

viewer’s experience. Bleaching adaptation is a reduction in the concentration of the
light-sensitive biological pigment inside photoreceptors (rhodopsin in rods and cone-
opsin in cones). When a photopigment absorbs a photon, the now-activated pigment
initiates a chain of reactions that ultimately creates the neural signal that a photon was
absorbed. Before the photopigment can be used again, it needs to be recycled, which
takes time. Over a period of steady illumination, the photopigment concentration will
reach a new lower steady-state level when the rate at which photopigments absorb
photons is balanced by the rate at which they are replenished through the retina’s
recycling program. Consequently, the optical density of the photoreceptors also
decreases; i.e., photoreceptors absorb less light because there are fewer photopigments
available to catch photons.

Figure 7 provides a more quantitative view of bleaching adaptation. The curve illustrates
the concentration of excitable photopigment (relative to the concentration in a dark
adapted photoreceptor). According to a 1°*-order Rushton model*”*?, the concentration
would be halved by sustained retinal illumination of 4.3 log trolands (approximately
6,000 cd/m” according to the Watson-Yellot model, see Table 2). In comparison,
sustained luminance of 100 cd/m?” (approximately 3 log troland) — the luminance level of
standard dynamic range (SDR) content® - would result in only an approximately 5%
decrease in excitable photopigment. Note that 100 cd/m? SDR level is at the beginning
of the knee of the bleaching curve. Thus, in moving from SDR to HDR content, viewers
could experience significantly more bleaching adaptation, which could result in
afterimages and reduced visual sensitivity particularly following prolonged scenes with
high average luminance.

photoreceptor Photopigment Steady-state excitable photopigment
(darker is higher (Rushton model: /, = 4.3 log trolands)
concentration) 1ttt
w\\
09 = \
08 <
o p
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¥ bbos I+ 0
5 \
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Figure 7. lllustration of the effect of luminance on photoexcitable photopigment in retinal photoreceptors.
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Speed of Response and Adaptation

Rod-driven vision differs from cone-driven vision not only in terms of absolute
sensitivity but also in terms of the speed at which light variations are signaled. The peak
of the response of a dark-adapted rod to a flash of light occurs at approximately 120
msec>’®. The peak of a light-adapted rod response occurs at approximately 75 msec>%.
The peak of cones response occurs at approximately 20 msec>*’. The change in the time-
scale of neural responses is part of the reason that sensitivity to flicker and motion

increases with luminance.

Photoreceptors adapt to moderate non-bleaching step changes in increased illumination
on the time scale of seconds®*®*>*. During this light adaptation process, the absolute
sensitivity of photoreceptors decreases and the kinetics of responses increase in speed.

The time course of adaptation to decreased illumination (dark adaptation) depends on
the intensity and duration of preceding stimuli'’. If the preceding exposure was low
enough that no significant photopigment bleaching occurred, then dark adaptation may
also be measured on the time scale of seconds but slightly slower than light adaptation.
For beaching adaptation, dark adaptation may take longer, on the order of tens of
seconds to minutes. Dark adaptation also has two distinct phases: one is driven by
recovery of cone sensitivity; the other even slower phase is driven by rod sensitivity.

In bright home and mobile viewing environments, both light and dark adaptation to
modulations in illumination may be expected to proceed on a time scale measured in
seconds. In dark home and theater environments, rapid changes going back and forth
from mesopic to photopic-level luminance might result in slower dark adaptation.

Speed of Adaptation, Scene Transitions, and Commercials

As detailed in the preceding discussion, the speed of light and dark adaptation depends
on the level of retinal illuminance, the duration of illumination, the kinetics of the
changes in pupil size, the rate of change of photoreceptor sensitivity, the rate of change
of excitable photopigment, and the state of overall visual adaptation (scotopic, mesopic,
or photopic).

In some situations, content creators could craft scene transitions to leverage adaptation
for artistic effect. In other situations, the impact of rapid local or global luminance
changes could have unwanted impact on a viewer’s experience, as could conceivably be
the case when HDR and non-HDR content is presented sequentially to viewers.
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CONCLUSION

Ultra HD is bringing a welcome transformation in the television viewing experience to
the benefit of producers, distributors and consumers. Wider field-of-view, better
portrayal of real world light and color, and smooth natural motion are now options that
content creators may use to connect with the viewer in a more immediate and
immersive way.

In this paper, our goal was to provide quantitative information about how various Ultra
HD parameters could interact based on known principles of vision science. Over time,
content creators will be creating practical rules-of-thumb as they produce more and
more Ultra HD assets. We hope that some of the background on vision science
presented in this paper might be useful in that creative process. Specifically, the
following key points could prove germane:

¢ Visual acuity may be thought of, and leveraged, in a more nuanced manner than
simply stating whether or not individual pixels can be seen. Visual acuity
depends of the visual task in question. Acuity ranges from the ability to
recognize symbols, such as when reading, to the ability to notice spatial details
that are smaller than the size of a photoreceptor. The latter is called
hyperacuity.

* The visual system is capable of high spatial acuity for moving features provided
the velocity of the slip of the image on the retina is less than 2-4 degrees per
second. Increasing captured frame rate progressively shrinks the frame-to-frame
displacement of a feature moving at the limit smooth pursuit. At 60 frames per
second, the frame-to-frame displacement would be about the same as the radius
of the foveola. At 300 frames per second, the displacement would be about the
size of the radius of the central island, which is the region of maximum spatial
acuity, and thus high spatial acuity and smooth motion might be achieved
simultaneously.

* High-speed motion crafted for smaller Ultra HD TVs and tablets (those subtend
~30 degrees field-of-view) could create a very difference experience when
viewed on a larger device (those that subtend ~60 degrees). On the smaller
display, motion can be followed smoothly using only eye rotation without head
movement. On the larger display, the angular velocity could exceed the velocity
limit of smooth pursuit and would tend to evoke coordinated head and eye
movement.

* Flicker and sensitivity to temporal change increases with both luminance and
field-of-view. Thus, HDR content rendered on large Ultra HD display could evoke

Copyright 2015- 2016 — ARRIS Enterprises Inc. All rights reserved. 18
Originally presented at SMPTE 2015. Updated in 2016 by the author.



ARRIS

a sense of non-constant light either deliberately as part of the creative intent or
inadvertently.

To the extent that flicker and stroboscopic effects are unwanted, the move
toward brighter and larger Ultra HD displays could increase the desire of
creatives to use higher frame rate captures.

Luminance affects the perception of contrast, colorfulness, and hue. HDR
luminance levels by themselves could conceivably be leveraged to create
noticeable changes in contrast and color. To the extent that color and lightness
constancy is desired, extra care might be needed.

The visual system adapts to changes in luminance. Moderate changes in
luminance occur on the order of seconds. Recovery from bright and/or
sustained retinal illumination can take minutes as the photoreceptors replenish
light-sensitive photopigments. The time course of adaptation could be leveraged
for creative impact. In situations in which HDR and non-HDR content is rendered
sequentially -- such as non-HDR commercials within an HDR program, for
example — the slower recovery from bright stimuli could have unintended
effects.

Changes in pupil size can occur in less than a second. Although pupil size plays a
relatively small role in light adaptation, light-induced reduction of pupil size also
reduces glare, increases depth-of-field, reduces certain optical aberrations, and
increases diffraction blur, all of which could be leveraged for creative effect.

Ultra HD is clearly an exciting new direction for television. Creatives are actively
exploring the new ways the various Ultra HD technologies could be used to connect
viewers with story, characters, and emotions. Likewise, standards bodies and
equipment vendors are developing specifications and best practices to aid in delivering
the intended artistic effect to viewers. We hope that the information we presented in
this paper can help inform efforts to bring Ultra HD to its full potential.
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RELATED READINGS

* High Dynamic Range, Visual Adaptation & Consumer Perception — this paper

looks at the approaches to HDR and reviews the characteristics of human
perception that impact industry players’ selection of HDR modes and their
implementation in the multichannel viewing environment.

e Ultra HD: Bandwidth Planning & Verification for 4k — this paper describes an
innovative and practical set of statistical methods that can be used to validate
UHD 4k content and examine the impact of high-efficiency video coding (HEVC)
compression.

* Ultra HD: Connecting the Present to the Future — this paper explores the phases
of UltraHD described from a human visual acuity perspective and explains the
complex relationship between 4K, HEVC, and monetization opportunities.

MEET OUR EXPERT: Sean McCarthy, P.h.D.

Meet Sean McCarthy, Fellow of Technical Staff for ARRIS, who is helping service
providers leverage HEVC to deliver better consumer experiences without breaking the

bandwidth bank. Sean’s unique experience includes residing on the board of the MPEG
Industry Forum in addition to holding several patents on image and signal processing.
He’s leveraging all of that to help our customers develop phased approaches to 4k
UHDTV.
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