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Thus far, in our discussion regarding the migration to 400G 

and beyond, we’ve covered lots of ground. In Part I, we 

outlined the market and technical drivers pushing data 

centers to adopt higher-speed capabilities eventually. We 

touched on the advances in transceiver formats, modulation 

schemes and higher-radix switches powered by faster ASICs. 

Then there are the connector options for allocating the 

additional bandwidth from the octal modules to the port 

level. Connectors include traditional parallel eight-, 12-, 

16- and 24-fiber multi-push on (MPO) connectors, as well as 

newer duplex LC, SN, MDC and CS connectors.

But Part I tells only half the story. While the development of 400G optical modules and connectors is well underway, data center 

managers typically are struggling to define an infrastructure cabling strategy that makes sense, both operationally and financially. 

They can’t afford to get it wrong. The physical layer—cabling and connectivity—is the glue holding together everything in the 

network. Once a structured cabling infrastructure is installed, replacing it can be risky and expensive. Getting it right depends, in 

large part, on paying close attention to the standards, which are quickly evolving as well. 

Suffice it to say that developing a future-ready infrastructure in today’s high-stakes, fast-moving data center environment is 

like trying to change your tires while flying down the highway. It takes planning, precision and more than a little insight as to 

what lies ahead. In Part II, we’ll try to give you the information and forward-looking vision you need to create a standards-based 

infrastructure that offers plenty of headroom for growth. Let’s get to it.

Cabling
To enlarge their capacity, many data centers are taking advantage of a variety of existing and new options. These could include traditional 

duplex and new parallel optic applications, four-pair and eight-pair singlemode and multimode connectors, WDM. The objective is 

increased capacity and efficiency. The challenge for many is charting a course that leads from your existing state (often with a very large 

installed base) to something that might be two steps ahead with different network topologies, connector types and cabling modules.

  Multiple fibers vs multiple wavelengths

To deliver the additional bandwidth that data centers need, 

network designers have two options: scale up network speeds 

or scale up the number of paths (lanes) used to deliver data. 

Figure 1 illustrates the options for scaling up speeds (optics) 

and scaling out the number of lanes (switches).

As network speeds increase, scaling up speed becomes 

difficult and expensive, from a cost and power perspective, 

and can be slow to implement. There are other trade-offs, as 

well. So, where should you focus your resources? It’s a tricky 

question because, to support 400G and 800G applications, 

data centers must scale up and out. There are a few important 

developments occurring that may make this easier.

Since 2019, the IEEE 802.3 task force has been working on 

the IEEE P802.3ck standard for 100G lanes. Hopefully they 

finish the standard in 2022. Speculation about 200G-per-lane 

standards is that they will be ready by 2025.

Figure 1: Reality Is We Need to Scale Both Up and Out

https://www.commscope.com/insights/the-enterprise-source/migration-to-400g800g-the-fact-file-part-1/
https://play.vidyard.com/VxTp1VP6kjXK5JHTSfSSPE.jpg?
https://ieee802.org/3/
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Figure 2: Timeline for the IEEE P802.3ck as of August 2020

Many data center managers feel the timeline for IEEE P802.3ck would put the industry behind schedule. Therefore, other options 

are being considered. One option (deploying more lanes [scaling out]), has already been used to reach 400G. 800G comes with the 

100G electrical standard, with early pre-standard products shipping in 2021. To reach 1.6T, data centers could scale up to 200G 

lanes or scale out to 16 lanes. We address the eventual migration to 1.6T toward the end.

A fundamental challenge in attempting to reach the next speed plateau is deciding whether to increase the amount of fiber or use 

multiplexing to increase the number of signal-carrying wavelengths per fiber. Again, it’s a tricky question.

Meeting the demands of 400G, 800G and higher throughput 

speeds will generally involve a combination of wavelength 

division multiplexing (WDM) deployed over a more fiber-dense 

network. Adding wavelengths is easier than adding fibers. 

If you find yourself with too few fibers, however, you may 

be forced to pay more for WDM technology where cheaper 

parallel solutions would be a better choice. Considering the 

current technology roadmap, 16-fiber infrastructures are 

becoming more popular.

The trade-off (physical fiber versus virtual wavelength) is 

based on the application, with the major influencer being the 

transition costs. Capital and operating costs are compared 

to the cost of implementing the required physical fiber 

infrastructure. Since electrical speeds are slow and difficult to 

increase, it seems likely that more lanes/fibers/wavelengths will 

be needed.

It is interesting to note that, while migrating to faster lane 

speeds has some specific cost-related issues, the relative cost of 

going faster might actually decrease, as illustrated in Figure 3.

Figure 3: Cost per Gbps versus optical lane speed
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  The role of wave division multiplexing (WDM)

WDM is a common data center approach that uses different wavelengths of light to create multiple data paths on the same fiber. The two 
popular singlemode WDM technologies are coarse wavelength division multiplexing (CWDM) and dense wavelength division multiplexing 
(DWDM). CWDM is optimized for fewer channels and shorter reach applications, making it a lower cost WDM option. DWDM is optimized 
to achieve as much capacity on a single fiber as possible—making it expensive and useful primarily in long-haul networks.

Examples of Ethernet CWDM technologies include CLR4, CWDM4 and FR4. As the “4” would suggest, these technologies use four 
wavelengths, each carrying a data channel (1270 nm, 1290 nm, 1310 m and 1330 nm). This gives data center operators the ability 
to support higher throughput over duplex fiber-optic connections.

WDM options can provide more wavelengths (FR8, for example, uses eight wavelengths). The added capabilities require higher-

priced optic modules, but longer distance applications could justify the cost increase.

There are two primary areas where WDM is expected to play a 
larger role in addressing the capacity crunch. The first is in the 
interconnects coming into the data center. Current and emerging 
applications like 5G, IoT and machine-to-machine (M2M) learning 
are driving the need for more high-speed connectivity between 
the data center and outside networks. WDM is being used to 
enlarge the capacity per fiber and meet the increased demand for 
capacity and speed while using existing fiber assets.

The second area where WDM is expected to have a more 
prominent role is in boosting connectivity between network 
switches. As data centers move from the traditional three-tier 
topology to mesh-type leaf-and-spine designs, server-port 
density becomes crucial. High-speed fiber switch connections 
support more server traffic while saving more ports for server 
connections. WDM increases the capacity of the existing duplex 
fiber networks without adding more fiber infrastructure—
potentially saving time and money; greenfield installations may 
find parallel fiber options to be even more cost effective.

Multimode fiber also supports a third WDM-based technology: 
short wavelength division multiplexing (SWDM), which takes 
advantage of short (850 nm, 880 nm, 910 nm and 940 nm) 
wavelengths spaced 30 nm apart. In the data center, SWDM 
is especially attractive because of its capacity and cost-
effectiveness in short-reach applications. SWDM running on 
MMF provides twice the speed of a WDM over a bi-directional 
(BiDi) duplex transmission path.

This enhanced capability provides data center managers an 
attractive upgrade path for their duplex architectures and enables 
faster speeds over extended distances. Using parallel fibers, 
multimode now reaches 100 m at 400G; with IEEE 802.3ck and 
802.3db nearing completion, that speed is set to increase to 800G. 
This path is optimized with OM5 wideband MMF (WBMMF) 
cabling, which provides superior support for WDM on multimode.

For more information on this capability, check out our article 
about OM5 fiber.

Figure 4: Annual port shipments of Ethernet SMF 
optics, 2020

Figure 5: WBMMF simultaneously transmits four 
wavelengths

https://www.commscope.com/insights/the-enterprise-source/multimode-fiber-the-fact-file/
https://www.commscope.com/insights/the-enterprise-source/multimode-fiber-the-fact-file/
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  The continuing need for more fiber

Historically, the core network cabling contained 24, 72, 144 or 
288 fibers. At these levels, data centers could manageably run 
discrete fibers between the backbone and switches or servers, 
then use cable assemblies to break them out for efficient 
installation. Today, fiber cables are deployed with as many as 
20 times more fiber strands—up to 6,912 fibers per cable. 
The increase is driven, in large part, by the switch to more 
fiber-dense mesh fabric networks. The any-to-any connectivity 
between servers and switches is also pushing the development 
of high- and ultra-high-density patch panels, which—in turn—
require smaller form factor connectors and modules.

So where is the higher fiber-count cabling being deployed? 
One area is the data center interconnects (DCIs) where outside 
plant cables (whose fiber counts are also increasing) enter the 
data center. DCI trunk cabling with 3,000+ fibers is common 
for connecting two hyperscale facilities, and operators are 
planning to double that design capacity in the near future.

Higher-count fibers are also being used where backbone trunk 
cables—between the core switches and meet-me rooms—
connect to cabinet-row spine switches. The increasing fiber 
counts are necessary but they create two big challenges. The 
first is, how to deploy it in the fastest, most efficient way? This 
involves physically putting it on the spool, taking it off and 
running it between points and through pathways. Once it’s 
installed, the second challenge is breaking it out and managing 
it at the switches and server racks. To learn more: Adapting to 
Higher Fiber Counts in the Data Center.

Figure 6: Example of high fiber-count cabling

Figure 7: Rollable ribbon fiber

  Changes in server row cabling

The current trend among data centers and larger enterprise networks is toward a fiber-dense mesh architecture that optimizes  
east-west traffic (often 10X north-south traffic)—still a spine-leaf orientation but with fewer network layers and often with a 
view to higher server attachment speeds. The highest volume of connections is at the edge where servers are connected. Servers 
represent overhead; therefore, the fewer switches (and the lower their latency), the better.

Most spine-leaf networks today have several layers or tiers. The size of the data center (number of servers to be connected) determines 
the number of network switching tiers and which also determines the maximum number of leaf switches that connect to the 
switches. Often the lowest tier is situated at the top of server racks (ToR). This design was optimal for legacy smaller (low-radix) 
switches providing fewer lower-speed server attachments. A ToR switch would roughly match up with the number of servers in 
a rack. With all of the links within a rack, short, low-cost connections between the server and the ToR switch often use low-cost 
copper connecting cables (DACs).

Moving to higher radix switches means—even though you’re still using the same 32-port switch—there are twice as many lanes (eight 
per switch port) available to attach servers. This provides an intriguing opportunity. With the higher radix switches, you can now 
migrate to a design in which multiple ToR leaf switches are replaced by a single tier-1 leaf switch. This single switch can now support 
about four cabinets of servers. Structured cabling connects the reduced number of server leaf switches, either end-of-row (EoR) or 
middle-of-row (MoR). Eliminating the ToR switches means fewer hops, lower application latency and a cheaper, more efficient design.

https://www.commscope.com/blog/2020/adapting-to-higher-fiber-counts-in-the-data-center/
https://www.commscope.com/blog/2020/adapting-to-higher-fiber-counts-in-the-data-center/
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Figure 8: Higher radix switches enable more efficient EoR/MoR designs

The ideal solution for this application will require that the radix be maintained with eight connections per optic module. Maintaining 
lower costs for this option is enabled by using less costly MM optics, as well as new 400GSR8 application support for eight 50 Gb 
server connections over 100 m of OM4 cabling. Looking ahead, development in the 802.3db standard is targeting doubling the lane 
speed to 100 Gb over this same MMF infrastructure1. This is ideal for higher density AI/ML pods, which absolutely require much higher 

server network speeds but do not need longer network links that would require higher cost SM optics.

  OM5: Fiber bandwidth matters

When OM4 was launched in 2009, OM3 was the market-
preferred fiber type, yet few were willing to embrace the new 
OM4 technology. It wasn’t until advancements in Ethernet 
technology reduced the reach of OM3 to 70 meters that OM4 
adoption took off. Today, OM4 is the preferred fiber type, but 
Ethernet technology is evolving once again—giving rise to OM5.

OM5 fiber offers two main advantages over OM3 and OM4. 
First, its attenuation (3 dB/km) is lower than that of OM3 and 
OM4 (3.5 dB/km). Secondly, the effective modal bandwidth 
(EMB) specification for OM3 and OM4 is limited to 850 nm, 
whereas the EMB for OM5 extends from 850 nm to 953 nm. 
The extended EMB window makes OM5 ideal for SWDM, which 
transmits several data streams on multiple wavelengths over 
a single fiber. This capability also makes OM5 a key enabler of 
400GBase-SR4.2—and an important piece of a 400G migration 
strategy, since it enables extended reaches of up to 150 m.

For a deeper dive into OM5 and the optics being used to 
leverage its benefits, check out the MMF chapter in The 
Enterprise Source.  

Figure 9: Evolution of MMF classes

Source: MMF, Fact File, CommScope, 2021

https://www.commscope.com/insights/the-enterprise-source/multimode-fiber-the-fact-file/#types
https://www.commscope.com/insights/the-enterprise-source/multimode-fiber-the-fact-file/#types
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  Singlemode vs MMF

Singlemode and multimode infrastructure complement 

different applications in the data center. Finding the right mix 

of applications optimizes your cost for the optical links. Getting 

it right, however, is tough, as the cost and capabilities of each 

media are advancing. Let’s explore the elements to consider 

when making this decision.

Link distances
Data centers generally require a large number of network 

links with relatively short distances. By “short,” we generally 

mean less than 100 m. By contrast, medium reach is usually 

defined as 500 m for most large-scale data centers. Long-reach 

distances, such as those found in a campus or very large-scale 

data center, are typically 2 km or more.

Singlemode, with its long-distance capabilities and promise of 

“unlimited” bandwidth, is commonly used in hyperscale data 

centers. More specifically, it is used at the entrance facilities to 

terminate DCI links from metro/wide area networks. In fact, 

many long-reach, high-speed options are only available in 

singlemode.

Figure 10: Anatomy of multimode and SMF

Volume of links
Any discussion of link volumes in the data center must start with the ubiquitous servers—the most numerous elements in the 

network. In today’s configurations, servers are now being attached at 100G and higher. The fiber use case for these attachments 

involves lower cost multimode VCSEL-based optics, which must be implemented at both ends of the link. Given the sheer number 

of servers in even a moderately sized data center, the combined number of optic ports required makes this application very cost 

sensitive.

As you move to higher network tiers, however, the number of fibers decreases quickly based on the radix of the switches and other 

architectural considerations. Additionally, the distances often exceed the 100 m short reach limit imposed on multimode—making 

singlemode technology the only viable choice.

The good news is that the price of pluggable singlemode optics continues to drop. As a result, we’re seeing 100G Ethernet 

capturing a larger share of the data center switch port market. But the conversation regarding transmission types must go well 

beyond the cost of pluggable optics. It must also include an analysis of total channel cost, as well as the anticipated growth of the 

data center and its migration roadmap. Consider the following issues before making any decision. 
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Network topology: Some data centers may have more than 

100,000 servers while others may have just a few. Some use 

a centralized placement of network equipment while others 

distribute networking equipment throughout the data center. 

These design requirements and choices determine the number of 

network links and the distance the network links must support.

Total channel cost: Comparing link costs between fiber types 

involves assessing the cost of the entire link—transceivers, 

trunks and patch cords. A variety of costing models have been 

developed to help compare the relative cost of different network 

link types. For example, when choosing between 100G CWDM4 

and 100G PSM4, a longer average link length tends to favor the 

duplex option. However, a brownfield installation may not have 

enough fiber available to support PSM4 links.

Other considerations: Differences in installation and 

maintenance can favor use of MMF. Some key considerations 

include:

•  Sensitivity to dust/dirt: A larger fiber core is less sensitive 

to contamination. This is important in high-volume server 

connectivity.

•  Link speeds: MMF currently operates at a maximum speed 

of 100G per wavelength.

•  Infrastructure life cycle and stability—how quickly does the 

data center need to ramp up capacity?

Figure 11: 100G link cost relative to SR4, 2X TRx 
trunk, 2X 3 m cords

  Ultra-low-loss optical performance

Data center capacity is built on the physical fiber-optic cabling, which must constantly adapt to new optics to increase the speed 

and efficiency of data transmission by preserving as much of the data signals as possible. Fiber cabling and connections lose a 

certain amount of signal (laws of physics), but their performance has kept on improving. Today, ultra-low-loss (ULL) components 

are designed to exceed the industry standard limits—providing support for advancing optic applications using preterminated 

cabling systems. But what does “ultra-low-loss” mean?

It’s a common claim that preterminated systems have ultra-low-loss performance. But, with no ULL standard, how can performance 

be compared? In other words, if you pay for ULL performance, how do you know you’re getting your money’s worth?

In years past, the bandwidth evolution of Ethernet and Fiber Channel applications led to a tremendous reduction of channel loss 

budgets and channel length. Table 1 shows that the insertion loss (IL) requirements for the cabling channels are getting more 

stringent for both multimode and singlemode channels. Traditionally, the optical performance parameters of preterminated MPO 

trunks and MPO/LC cassettes are expressed in terms of the cassettes’ insertion loss (IL) and return loss (RL) in dB (including the 

trunk connector). Currently, the best performing systems in the market claim a 0,35 dB IL performance.
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Table 1: Insertion loss requirements for multimode and singlemode channels

These performance figures are based on the configuration shown in Figure 12 designed for a 100GBase-SR4 application using 

cable attenuation specified by international standards.

Figure 12: Standard attenuation for a channel configuration for a 100GBase-SR4 application

The above example is based on a four-cassette configuration, 
but what if the channel requires more than four cassettes? 
As a rule, the more connectors in the channel, the lower the 
channel’s return loss. For the above case, the RL needs to be 
above 12 dB for the optical transceiver to function properly. 
Based on the RL per connection as stated in ISO/IEC 11801-
1 ed.3, each connection must have a minimum RL of 20 dB. 
Every cassette in a preterminated system has two connections 
(rear and front). Using the channel configuration in Figure 12 
and the RL requirement in ISO/IEC 11801-1 ed.3, the channel’s 
RL will drop below the 20 dB RL threshold after the third 
cassette. This can be seen in Figure 13.

These observations show that optical performance 
considerations must include both IL and RL to ensure the 
function of the application. SYSTIMAX® ULL solutions from 
CommScope go much further.

Figure 13: Total RL of X number of cassettes

1.  Maximum design flexibility through six-cassette channels
2.  Extended channel length for less than six cassettes
3.  Tool for design and testing support
4.  Application assurance



11The migration to 400G/800G: Part II

SYSTIMAX ULL solutions combine outstanding optical performance with statistical approaches that ensure true ultra-low-loss 

performance for both Il and RL.

CommScope’s Fiber Performance Calculator can be used to design cabling channels and verify the function of applications, 

including their maximum link length.

The configuration below indicates that, even with six cassettes in a row, the channel length exceeds standard application lengths 

(see marked applications).

CommScope stands behind the performance of our products, with warranty assurance for many supported optical applications. 

The SYSTIMAX Fiber Performance Calculator design tool and application support guidelines are specific to the SYSTIMAX 

Application Assurance.

Under the terms of CommScope’s 25-Year Extended Product and Application Warranty (“System Warranty”), the SYSTIMAX System 

Specification contains an Application Assurance that guarantees designated cabling and optical applications will meet performance 

specifications as set forth therein, in accordance with the SYSTIMAX Performance Specifications.

The System Warranty and SYSTIMAX Specifications provide details of the terms and conditions of our System Warranty and SYSTIMAX 

Application Assurance. The current published 25-Year Extended Product and Application Warranty is available here.

The current SYSTIMAX System Specification and Application Assurance may be found at SYSTIMAX Application Assurance.

https://page.commscope.com/2017_Global_EN_EP_InboundMarketing_GatedFPC_15052017_Landing-Page-1-Gated.html
https://page.commscope.com/2017_Global_EN_EP_InboundMarketing_GatedFPC_15052017_Landing-Page-1-Gated.html
https://www.commscope.com/resources/warranties/
https://www.commscope.com/da/systimax-application-assurance/
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  Managing fiber density and data center interconnectivity

The current trend to regional data center clusters is driving 

the need for higher capacity, lower cost DCI links. New IEEE 

standards (see the standards section below) will pave the 

way for lower-cost plug-and-play options with point-to-point 

deployments, but data center operators have difficult decisions 

to make regarding coherent versus direct detection, modulation 

schemes and how to manage growing fiber counts.

Look for more information on this subject in an upcoming article.

Combining the four pillars to enable 400G/800G and above
The four pillars of the data center infrastructure—port density, transceivers, connectors and cabling—provide a logical way to 

view the core components needed to support 400G and beyond. Within each pillar are a multitude of options. The challenge for 

network operators is understanding the pros and cons of the individual options while, at the same time, being able to recognize 

the inter-relationship between the four pillars. A change in cabling will most likely affect the proper selection of transceivers, port 

configurations and connectors. Those designing and managing the networks of the future must simultaneously live in the micro 

and the macro. The following are examples of where this is being done.

  Greenfield design

In greenfield projects, network and facility designers have the luxury (and challenge) of creating higher speed infrastructures that 

can hit the ground with 400G, 800G or even 1.6T from day 1. So, what exactly does that require? Below are some trends and 

insights to consider when designing a higher speed infrastructure from the ground up.

Port densities: For leaf-spine switch applications, the market favors the highest radix (number of ports) per switch. To achieve the 

most efficient design, networks minimize the number of switch fabric tiers (flatten). Newer ASICs support more I/Os but, as speeds 

increase, there is a trade-off between lane rate and radix. Radix, however, is the key in reducing the number of switches for a given 

size of network. As seen in Figure 14, a typical hyperscale data center contains about 100,000 servers; a network of this size can 

be supported with just two tiers of network switches. This is due, in part, to fast-evolving ASICs and modules, which enable higher 

radix switches and higher capacity networks.
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Figure 14: Higher radix can help reduce the number of switches

Transceiver technologies: As discussed in Part I, the two dominant form factors for 400G are QSFP-DD and OSFP. Both will 

support up to 32 ports in a one-rack-unit (1RU) switch and accept LC, MPO, SN (OSPF) and CS connectors. The key differences 

are that the QSFP-DD is backwards-compatible with QSFP+ and QSFP28, whereas the OSFP requires an adapter for backwards 

compatibility. The OSFP transceivers, which are designed for 800G as well, may also have more shelf life. Each ASIC I/O must be 

mapped through the transceiver to an individual optical port to maintain the switch radix. Cabling infrastructure must also map 

these optical ports to server links.

Cabling and architecture: Cable pathways need to account for very high fiber-count cables, especially in the backbone network 

and data center interconnects. Taking advantage of new cabling designs with reduced footprints—like 200-micron and rollable 

ribbon fiber—will help minimize cable routing and bend radius issues. Regardless of size, greenfield data centers need to prepare 

for cloud architectures. This involves an optimized direct path for server-to-server communication using a “leaf-spine” architecture. 

This design allows applications on any compute and storage device to work together in a predictable, scalable way, regardless 

of their physical location within the data center. The fabric has inherent redundancy, as multiple switching resources are spread 

across the data center to help ensure better application availability. The total fabric bandwidth can be calculated by multiplying the 

number of edge ports by the speed of the edge ports—or the number of spine ports by the speed of the spine ports. If there is no 

oversubscription, these two numbers will be the same.

  Deploy 400G/800G on existing infrastructure

Many existing installations were designed as low loss or ultra-low loss using eight-, 12-, or 24-fiber subunit MPO trunks. 400G and 800G 

applications, however, are optimized using 16 fibers to the transceiver. While 16-fiber-based designs simplify migration and breakouts for 

greenfield applications, existing installations built with eight-, 12- or 24-fiber subunit trunks may still support the faster octal applications.

Some things to consider when deciding which configuration makes the most sense are: channel loss performance, fiber counts 

between endpoints, fiber type (SM, OM4, OM5), polarity, MPO trunk cable lengths and gender.

Channel performance, including IL and RL, should be tested and documented using handheld test equipment to meet SM and MM 

application requirements. A CommScope application like the SYSTIMAX Fiber Performance Calculator may be run to verify channel 

performance as a starting point.

https://www.commscope.com/insights/the-enterprise-source/migration-to-400g800g-the-fact-file-part-1/
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Twelve-fiber subunit trunk cables have been available since the 1990s. At the time, they were effective for duplex applications. As 

the industry moved from duplex to multi-pair applications with MPO connectors, eight-, 24- and (most recently) 16-fiber subunits 

have been added. These are welcome additions, as support for the new octal applications requires sufficient fiber counts between 

endpoints. In some cases, data centers can leverage their existing cabling to meet the new demands, assuming the aggregate fiber 

count in the channel between locations enables the transition. If the fiber count between locations aligns with 16- or eight-fiber 

groupings, transition to the network ports may be done using breakout array cables.

As an example, a verified channel consisting of 144 fibers in a trunk cable between panels with LC duplex ports as the front 

interface can terminate to a transceiver using an array cable of eight duplex LC connectors to MPO16 (Figure 15). The 144-fiber 

channel can support up to nine of these array cables in one RU. Additional array options, managing those fiber channels, can 

enable connectivity as well. Similarly, the 16-fiber ports can break out to duplex server ports on the far end.

Figure 15: 16-fiber switch ports connected through traditional channel

 Source: CommScope

As an example, Figure 16 shows a verified channel consisting of 144 fibers in a trunk cable between panels with LC duplex ports as 

the front interface.

Figure 16: 16-fiber switch ports broken out to duplex server ports

  Source: CommScope

There are also 400G and 800G applications splitting eight lanes of 50G or 100G into 2 x 4 lane applications for 200G or 400G 

deployments. For these applications the connections for legacy MPO8 trunks can utilize MPO16 to 2x MPO8 array assemblies as 

seen in Figure 17.
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Figure 17: 2x MPO8-to-MPO16 array

   Source: CommScope

Another way to enable conversion assemblies to fully utilize existing fiber is by terminating the trunk cables to inline adapter packs. 

This is efficient for utilizing existing fibers but can present cable management challenges. If not implemented correctly, breakout 

lengths and port locations can strand capacity. Ensure ports are localized and located within a rack or cabinet to enable full 

utilization.  

Caution about pinned and non-pinned connections: Because an MPO-based transceiver has internal alignment pins, its 

connecting equipment or patch cable must be non-pinned on the equipment side. If using MPO conversion cables, use an adapter 

to connect the opposite end of the cable to the trunk cable. If the trunk cable connections are pinned as well, the conversion 

cables must be non-pinned to non-pinned. If the trunk cables are non-pinned, the mating end of the equipment cable must be 

pinned. Technicians will need to ensure the proper end is connected to each side to avoid possible optics damage from a pinned 

cord.

A word about polarity: While the industry has been shifting to Method B polarity for its simplicity in duplex and multi-fiber 

connectivity, other legacy polarity schemes are still deployed in data centers. If the performance and fiber counts of the installed 

channel meet the application needs, customized transition cables may be used to connect to high-speed transceivers.

Recent standardization bodies activity

Table 2: IEEE Std 802.3bs-2017 for 200G and 400G

 Source: IEEE
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  IEEE 802.3 standards to keep an eye on

802.3bs

The IEEE introduced several new standards enabling 400G applications. An important decision was made to introduce a new 

modulation scheme, PAM4. PAM4 enables electrical and optical lanes to progress to higher speeds than were practical with 

traditional NRZ modulation. PAM4 effectively doubles the lane rates—25G to 50G—as well as the number of lanes—four to eight. 

As a result, 400G optical transceivers are now standardized.

802.3cm

This standard, which addresses 400G over MMF, introduced support for four-pair (400GBASE-SR4.2) and eight-pair (400GBASE-

SR8). Both applications use VCSELs, which continue to provide higher bandwidth while maintaining lower cost and power designs 

compared to SMF alternatives. SR4.2 and SR8 also both use the 100 m short-reach MMF transceivers designed for high-volume, 

high-speed server links. This is notable because, as speeds increase, copper cables must become shorter. At the same time, higher 

radix capabilities help collapse network layers by eliminating TOR switches. A low-cost MMF optic-to-server connection supports 

this design and saves money.

802.3ck (draft)

With the introduction of PAM4, a next step for supporting higher speeds is increasing the lane rate of the electrical and optical 

signals to 100G. This is the focus of the pending 802.3ck standard. When completed, this standard will have a positive impact on 

the cost per bit for 400G applications and will enable 800G modules (the 800G MAC rate is being proposed via the IEEE Beyond 

400G study group). This standard is nearing completion and should be complete in 2022.

802.3cu

802.3cu introduced 100G and 400G modules (now based on 100G lanes) and added DR, FR, LR, ER options. Nomenclature options 

now include the lane count; 400GBASE-FR4 defines four lanes of 100G over four wavelengths using two fibers with a 2 km reach 

(the F). The task force could not agree on a 10 km reach (for the LR4) and agreed on a 6 km maximum distance. Therefore, a new 

nomenclature (400GBASE-LR4-6) was created in which “6” stands for 6 km—vs the common “L,” which signifies a 10 km reach.

Though the 802.3cu standard was completed prior to the 802.3ck standard, the long-term view sees 100G electrical lanes 

matching 100G optical lanes. This will reduce the need for gear-box rate matching, required for 25G and 50G standards. The 

common optical interface is expected to coalesce to 100G in the future—facilitating backwards compatibility across several ASIC 

generations.

802.3db (draft):

At the time of writing, the 802.3db task force continues to add MMF implementations that augment those in 802.3cm. These 

new implementations increase lane rates to 100G with a lane count of eight—setting the stage for 400G and 800G over 100 m 

of OM4. MMF server connections are a prime focus. Given the high volume of these connections, cost of the optics is important. 

As many servers to Tier 1 (leaf) links will likely be in-row and very short, 802.3db seeks to optimize applications of less than 50 m. 

The addition of “VR” to the nomenclature identifies the 50 m reach, while SR will continue to denote 100 m reach. Anticipated 

applications include 400GBASE-SR4 using eight fibers, with QSFP-DD optics remaining at eight lanes to match the ASIC I/O 

capacity. So, 16-fiber implementations will be used for 2X400G SR4. An 800G capacity is also available. But, since there is no IEEE 

800G MAC at this time, this standard will not yet address 800GBASE-SR8.
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Moving to 800G
Things are moving fast, and—spoiler alert—they have just jumped again. The good news is that, between the standards bodies 

and the industry, significant and promising developments are underway that will get data centers to 400G and 800G in the near 

future. Clearing the technological hurdles is only half the challenge, however. The other is timing. With refresh cycles running every 

two to three years and new technologies coming online at an accelerating rate, it becomes more difficult for operators to time 

their transitions properly—and more expensive if they fail to get it right. Here are some things to keep in mind as you plan for the 

changes to come.

  400G is only the start

With 100G I/Os doubling switch port speeds, the same 400G cabling strategies and higher bandwidth MMF can support the 

transition to 800G modules. The 800G Pluggable MSA is capitalizing on the introduction of octal modules and 100G electrical 

lanes to develop implementation agreements for 800G optic applications. Engineers are moving quickly to add support for 

breakout options such as 2x400, 4x200 and 8x100; still, applications requiring an 800G MAC are limited at this time.

The IEEE has launched a study group to help transition to the next plateau of higher Ethernet rates. 800G is certainly on the 

map, and a path to 1.6T and beyond is also being explored. As work begins, many new objectives are introduced. There is broad 

industry participation in this study group, including the largest network operators who view standards as necessary to the network 

ecosystem.

It’s very possible that these standards will be used to develop new module strategies to reach 1.6T. The Optical Internetworking 

Forum (OIF) is now working on a 3.2T Optic Engine—a miniaturized version of a transceiver that is optimized to sit “co-packaged” 

beside the switching ASIC.

  MSA activities

The industry’s multi-source agreement (MSA) consortiums are involved in ongoing efforts to accelerate the development and 

adoption of new or novel network technologies. In some cases, such as adding 800G implementations, MSA efforts may result in 

new technologies being developed before the completion of the industry standards.

800G Pluggable MSA

In September 2019, an 800G pluggable MSA was formed. IEEE work on 

100G VCSELs is still ongoing, so the MSA opted to work on a low-cost 

singlemode replacement for the popular 8x100G SR MMF options. The 

goal is to deliver an early-market, low-cost 800G SR8 solution that would 

enable data centers to support low-cost server applications. The 800G 

pluggable would support increasing switch radixes and decreasing per-rack 

server counts

Figure 18: 8x100, 2x400 GbE modules

https://www.800gmsa.com/
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400G BiDi MSA

In July 2018, the 400G BiDi MSA was formed to promote adoption of 

interoperable 400G optical transceivers for 100 m bi-directional transport 

over MMF. In September 2019, the MSA announced the publication of 

release 1.0 of its 400G-BD4.2 specification for a 400G optical interface 

over 100 m of MMF. The specification leverages 100G BiDi for Ethernet 

applications and is compatible with the widely deployed parallel MMF 

cabling infrastructure. 400G-BD4.2 addresses short-reach applications, 

including the critical high-volume reaches in modern data centers between 

switches. While these are important steps forward, they do not advance 

the technology beyond the IEEE 802.3cm standard.

Figure 19: 400G MMF Bi-Di and SMF

100G Lambda MSA

In October 2020, the 100G Lambda MSA Group announced its 400 

Gigabit Ethernet specification that supports PAM4-enabled, 100G-per-

wavelength transmission up to 10 km. The 400G-LR4-10 standard is 

for duplex singlemode links up to 10 km. It relies on multiplexing four 

wavelengths of 100G PAM4-modulated optical signals. Among other 

things, it ensures multivendor interoperability for optical transceivers 

in various form factors. Currently, the 100G Lambda MSA Group is 

addressing extended-reach specifications beyond 10 km.

Figure 20: Single lambda PAM4 QSFP

OSFP MSA

The OSFP MSA was created in November 2016 to focus on defining a 

next-generation, forward-compatible pluggable module form factor for 

high-speed networking applications. In May 2021, the group released 

the OSFP 4.0 Specification for 800G OSFP modules. While the OSFP 

module was designed from the beginning to support 800G, the OSFP 

4.0 specification adds support for dual 400G and octal 100G breakout 

modules with dual LC, dual Mini-LC, dual MPO and octal SN/MDC fiber 

connector options.

Figure 21: OSFP-LS module

QSFP-DD MSA

In May 2021, the QSFP-DD MSA group released revision 6.0 of its 

QSFP-DD/QSFP-DD800/QSFP112 hardware specification. The revisions 

update QSFP-DD and introduce QSFP-DD800 and QSFP112. Other changes 

include support for 100G electrical host interfaces and the addition of 

QSFP-DD800 and QSFP112 mechanical and board definitions. It also adds 

QSFP112 electrical and management timing and supports a higher module 

power rating of 25 watts.

Figure 22: QSFP-DD transceiver

https://www.100glambda.com/news/100g-lambda-msa-announces-release-of-a-400g-specification-for-10-km-of-single-mode-fiber
https://osfpmsa.org/assets/pdf/OSFP_Module_Specification_Rev4_0.pdf
https://osfpmsa.org/assets/pdf/OSFP_Module_Specification_Rev4_0.pdf
http://www.qsfp-dd.com/qsfp-dd-msa-group-announces-new-specifications-and-whitepaper/
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Beyond 800G (1.6T)
With the paint still wet on 400G and 800G modules, the race to 1.6T and 3.2T has already begun. There are technical challenges 

to solve and standards and alliances to build before we get there. Optical design engineers continue to weigh the cost and risk of 

increasing lane rates vs adding more lanes. Regardless, the industry will need all its tools to reach the next network speeds.

  The need for speed

Many of the large data center operators see a pressing need to increase network efficiency while setting implementation timelines 

that are extremely challenging. The issue of power continues to hang over the industry and impact every decision. Energy 

consumption is a heavy tax that networks impose on data center applications, and it will become heavier as we consider future 

network speeds. Increasing link capacity is an important tool used to improve efficiency but, of course, the technology to do this 

needs to continually evolve. Figure 23 shows the cost and power improvements that are expected as speeds migrate higher.

Figure 23: Higher speed reduces the number of links required and reduces the power per bit for data center networks.
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  Co-packaged optics

Co-packaged optics (CPO) represent a great opportunity 

to lower power requirements to a few pico-joules and 

set a path to 3.2T higher optic IO speeds. Getting there 

means solving some difficult technical challenges and re-

imagining the networking supply chain and how it operates. 

If everything falls into place, we could see commercially 

available CPOs sometime in 2025; otherwise, that timeline 

could be pushed back.

Figure 24: QSFP-XD 16 lanes with 100G per lane

Source: Innovium/Inphi

  Pluggable modules

On the other hand, there is a path that would see pluggable 

modules evolve to meet these network speeds without the 

need for CPO. Andy Bechtolsheims presentation at OFC 

’21 set the stage for a competition between CPO and 

pluggables with the introduction to a new OSFP-XD MSA. 

Building on the 800G OSFP module specification, the OSFP-

XD MSA doubles the lane count from eight to 16. These 

lanes will operate at 100G and deliver a module capacity 

of 1.6T. The thinking is that the ASIC-to-module electrical 

challenge can be solved with known technology. The power 

estimation is ≈10 pJ, putting it within the target range for 

the 1.6T generation. The time to market comes sooner and 

with less risk when compared to CPO.

Figure 25: The OSFP MSA has introduced the next-
generation specification “OSFP-XD” or extra density with 
16 electrical I/Os and expected 200G/lane capability

Source: Andy Bechtolsheim, OFC ‘21 

As shown in Figure 26, getting to 3.2T will most likely require 200G electrical/optical lanes (16 * 200G). If the lane rate does not 

increase, then the number of parallel fibers or wavelengths would need to double—and both of these options are not desirable 

(and perhaps not feasible).

Consider that increasing the electrical lane rates is difficult work. The IEEE802.3ck task force has been working on this 100G 

electrical standard since May 2019 and is currently expected to complete their work in late 2022. A new IEEE project will take on 

the next steps, including 200G electrical signaling. This work will likely be very challenging, and current estimates suggest this 

technology might be ready in 2025.

https://www.lightcounting.com/newsletter/june-2021-research-note-on-ofc-143
https://www.lightcounting.com/newsletter/june-2021-research-note-on-ofc-143
https://grouper.ieee.org/groups/802/3/ck/
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  The path ahead

Regardless of the initial path—pluggable modules or CPO—200G electrical I/Os seem to be a necessary step. CPO advocates view 

their path to 200G as the natural next step, given the advantages of their architecture. Those who champion the module approach, 

however, believe they can scale the OSFP-XD to be compatible with 200G. In their view, the reduction in node numbers enables the 

overall objective to be met, as silicon advancements will reduce power requirements.

What we do know is that 200G I/O is critical if data centers 

are to successfully scale their switch bandwidth and the 

efficiency of their networking fabric. Moreover, faster optical 

lane speeds are key to lowering overall cost and improving 

power efficiency. Modules and CPOs both provide potential 

paths to 200G lanes. Either path is difficult and risky, but a 

way forward must be found.

At 200G optical lanes (even singlemode fiber) will see 

a reduction in reach capability to the point that current 

topologies based on 2 km reach may be at risk. Perhaps, 

as we approach these higher speeds, we will see other 

technologies become more attractive. One possibility is 

coherent pluggable modules, which are becoming more 

cost effective and power efficient. We may also see 

the introduction of more coherent modules in DC/DCI 

applications as speeds continue to increase.

Figure 26: Capacity Trends 2014-2024

Conclusions
Admittedly, there is a long list of things to consider regarding a high-speed migration to 400 Gb and beyond. The question is, what 

should you be doing? A great first step is to take stock of what you’ve got in your network today. How is it currently designed? For 

example, you’ve got patch panels and trunk cables between points, but what about the connections? Do your trunk cables have 

pins or not? Does the pin choice align with the transceivers you plan to use? Consider the transitions in the network. Are you using 

MPO-to-duplex, a single MPO to two MPOs? Without detailed information on the current state of your network, you won’t know 

what’s involved in adapting it for tomorrow’s applications.

Speaking of future applications, what does your organization’s technology roadmap look like? How much runway do you need 

to prepare your infrastructure to support the evolving speed and latency requirements? Do you have the right fiber counts and 

architecture?

These are all things you may already be considering, but who else is at the table? If you’re on the network team, you need to be in 

dialogue with your counterparts on the infrastructure side. They can help you understand what’s installed, and you can alert them 

to future requirements and plans that may be further down the road.

Finally, it’s never too early to bring in outside experts who can give you a fresh pair of eyes and a different perspective. While 

nobody knows your needs better than you, an independent expert is more likely to have a better handle on existing and emerging 

technologies, design trends and best practices.

http://www.copackagedoptics.com/
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Further information

  Useful resources for your migration to 400G/800G

Solution
Enterprise data centers

Solution
Hyperscale and  
Cloud Data Centers

Solution
Multi tenant data centers

Solution
Service provider  
data centers

Learn more Learn more Learn more Learn more

Insights
Multimode Fiber:  
the Fact File

Resources
High Speed  
Migration Library

Specification 
info
OSFP MSA

Specification 
info
QSFP-DD MSA

Read Learn more Learn more Learn more 

Specification
QSFP-DD Hardware

Insights
Migration to 400G/800G: 
the Fact File - Part I

Learn more Read

https://www.commscope.com/solutions/data-center/enterprise-data-center-solutions/
https://www.commscope.com/solutions/data-center/hyperscale-and-cloud-data-center-solutions/
https://www.commscope.com/solutions/data-center/multi-tenant-data-centers/
https://www.commscope.com/solutions/data-center/service-provider-data-centers/
https://www.commscope.com/insights/the-enterprise-source/multimode-fiber-the-fact-file/
https://www.commscope.com/hsm/high-speed-migration-library/
https://osfpmsa.org/specification.html
http://www.qsfp-dd.com/
http://www.qsfp-dd.com/wp-content/uploads/2021/05/QSFP-DD-Hardware-Rev6.0.pdf
https://www.commscope.com/insights/the-enterprise-source/migration-to-400g800g-the-fact-file-part-1/
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  Why choose CommScope?

At first glance, the field of potential infrastructure partners vying for your business seems pretty crowded. There’s no shortage 

of providers willing to sell you fiber and connectivity. But as you look closer and consider what’s critical to the long-term success 

of your network, the choices begin to narrow. That’s because it takes more than fiber and connectivity to fuel your network’s 

evolution...a lot more. That’s where CommScope stands out.

Proven Performance: CommScope’s 

history of innovation and performance 

spans 40+ years—our singlemode 

TeraSPEED® fiber debuted three years 

before the first OS2 standard, and our 

pioneering wideband multimode gave rise 

to OM5 multimode. Today, our end-to-

end fiber and copper solutions and AIM 

intelligence support your most demanding 

applications with the bandwidth, 

configuration options and ultra-low loss 

performance you need to grow with 

confidence.

Agility and adaptability: Our modular 

portfolio enables you to quickly and easily 

respond to shifting demands in your 

network. Singlemode and multimode, pre-

terminated cable assemblies, highly flexible 

patch panels, modular components, 8-, 

12-, 16- and 24-fiber MPO connectivity, 

very small form factor duplex and parallel 

connectors. CommScope keeps you fast, 

agile and opportunistic.

Future-ready: As you migrate from 100G 

to 400G, 800G and beyond, our high-

speed migration platform provides a clear, 

graceful path to higher fiber densities, 

faster lane speeds and new topologies. 

Collapse network tiers without replacing 

the cabling infrastructure, move to higher-

speed, lower-latency server networks as 

your needs evolve. One robust and agile 

platform takes you from now to next.

Guaranteed reliability: With our 

Application Assurance, CommScope 

guarantees that the links you design today 

will meet your application requirements 

years down the road. We back that 

commitment with a holistic lifecycle 

service program (planning, design, 

implementation and operation), a global 

team of field application engineers and 

CommScope’s iron-clad 25-year warranty.

Global availability and local support: 

CommScope’s global footprint includes 

manufacturing, distribution and local 

technical services that span six continents 

and features 20,000 passionate 

professionals. We are there for you, 

whenever and wherever you need us. 

Our global Partner Network ensures you 

have the certified designers, installers and 

integrators to keep your network moving 

forward. 
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Further information

  Products for your migration to 400G/800G

High Speed Migration SYSTIMAX® Fiber Structured 
Cabling

Copper Trunk Assemblies

Fiber Raceways Automated Infrastructure 
Management

1 https://www.ieee802.org/3/NGMMF/public/Jan18/ghiasi_NGMMF_01_jan18.pdf

https://www.ieee802.org/3/NGMMF/public/Jan18/ghiasi_NGMMF_01_jan18.pdf
https://www.commscope.com/network-type/data-centers/high-speed-migration/
https://www.commscope.com/product-type/cable-management/raceways/
https://www.commscope.com/product-type/networking-systems/structured-cabling/systimax/fiber-structured-cabling/
https://www.commscope.com/product-type/networking-systems/automated-infrastructure-management/\
https://www.commscope.com/product-type/cable-assemblies/twisted-pair-cable-assemblies/trunk-assemblies/
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CommScope pushes the boundaries of communications 

technology with game-changing ideas and ground-breaking 

discoveries that spark profound human achievement.  

We collaborate with our customers and partners to design, 

create and build the world’s most advanced networks. It is our 

passion and commitment to identify the next opportunity and 

realize a better tomorrow. Discover more at commscope.com
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